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Abstract—Blockchain-based supply chain (BSC) systems have
tremendously been developed recently and can play an important
role in our society in the future. In this study, we develop
an anomaly detection model for BSC systems. Our proposed
model can detect cyber-attacks at various levels, including the
network layer, consensus layer, and beyond, by analyzing only
the traffic data at the network layer. To do this, we first build
a BSC system at our laboratory to perform experiments and
collect datasets. We then propose a novel semi-supervised DAE-
MLP (Deep AutoEncoder-Multilayer Perceptron) that combines
the advantages of supervised and unsupervised learning to detect
anomalies in BSC systems. The experimental results demonstrate
the effectiveness of our model for anomaly detection within BSCs,
achieving a detection accuracy of 96.5%. Moreover, DAE-MLP
can effectively detect new attacks by improving the F1-score up
to 33.1% after updating the MLP component.

Index Terms—Anomaly detection, blockchain, supply chain,
autoencoder, machine learning.

I. INTRODUCTION

Blockchain technology has experienced significant growth
across various sectors, including business, finance, and be-
yond [1]. Since the launch of the Ethereum network in
2016, blockchain’s application has expanded well beyond
cryptocurrency. Nowadays, blockchain shows its impacts in
many real-world applications, e.g., smart health, smart cities,
and so on [1]. This is largely due to its advanced proper-
ties, including immutability, transparency, and fault tolerance.
However, despite these advantages, blockchain systems are
not without vulnerabilities. These weaknesses can lead to
severe consequences, such as financial theft and information
breaches [2].

In this work, we consider a rising application of blockchain
technology, i.e., supply chain management. The blockchain-
based supply chain, management, utilizes smart contracts
(SMs) to record various processes including development,
transportation, and consumption of commodities, such as agri-
cultural products [3]. Although BSCs offer numerous advan-
tages, the inherent vulnerabilities of blockchain technology can
lead to significant issues, such as counterfeit goods deceiving
consumers [4]. To deal with this problem, general intrusion
detection system (IDS) techniques are applied to supply chain
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systems. In [5], the authors pointed out that IDS can be
implemented at various levels within BSCs, including the
network, consensus, and beyond layers. It is also highlighted
that deploying IDS at the network layer is crucial for the
early detection of cyber-attacks on both traditional computer
networks and blockchain networks. Therefore, in this paper,
we focus on studying IDS methods to detect cyber-attacks at
the network layer for BSCs.

Many studies have been implemented to develop IDS for
supply chains on traditional computer networks [6]. In these
works, deep learning (DL) is a state-of-the-art technique in
terms of cyber-attack detection. Because supervised learn-
ing needs to be trained by known cyber-attacks, DL-based
anomaly detection can be classified into two methods, i.e.,
unsupervised learning and semi-supervised learning [7]. On
the one hand, unsupervised learning uses unlabeled datasets to
train the neural network (NN). The advantage of unsupervised
learning is that it can detect unknown cyber-attacks without
knowing their characteristics [7]. In [8], the authors proposed
a generative adversarial network (GAN)-based IDS to detect
cyber-attacks on traditional computer networks. This approach
can achieve accuracy up to 97% for detecting the distributed
denial-of-service (DDoS) in a well-known dataset. On the
other hand, semi-supervised learning uses a part of labeled
datasets to train an NN to enhance the performance for
the anomaly detection of unsupervised learning. In [9], the
authors proposed a cascade structure of an auto-encoder (AE)
and a deep neural network (DNN) to detect cyber-attacks
in the NSL-KDD dataset. This network can classify known
cyber-attacks in the dataset instead of just detecting abnormal
network behaviors. However, the above studies are geared
toward cyber-attacks on traditional computer networks and are
not yet related to blockchain-based systems.

From the perspectives of IDS for blockchain-based sys-
tems, other works tried to use the above DL approaches
for blockchain networks. In [10], 11 features of the Bitcoin
network, e.g., version, average, max size, and cost of messages,
are extracted to detect two types of blockchain cyber-attacks in
the network layer, i.e., Eclipse and DoS. The proposed security
mechanism can detect perfectly trained blockchain cyber-
attacks using a typical AE network. In [11], the authors used



a semi-supervised GAN approach to detect the anomaly in
a public blockchain dataset for general purposes. The authors
in [11] used 21 transactions (txs)-based features of the dataset,
e.g., gas price, gas cost, amount of Ethereum tokens, and so
on, to achieve accuracy up to 95% for detecting anomalies in
blockchain networks. In this work, we aim to detect cyber-
attacks at the network layer in BSCs.

From the above literature, anomaly detection at the network
layer using DL in BSCs has to face various challenges. The
first challenge is the lack of a cyber-attack dataset for BSCs.
Recently, in [12], the authors introduced the first synthetic
dataset for studying cyber-attacks in the Ethereum network.
However, it is either not for BSC purposes or does not
include cyber-attacks in the consensus and beyond layers [5].
Another challenge is the difficulty of detecting abnormal txs
at the network layer without the labeled dataset. For example,
the overflow and underflow (OaU) vulnerability [2], in the
consensus and beyond layers, leads to adversarial txs that are
indistinguishable from honest txs to the same SM just by an
unsupervised network.

To tackle the first challenge, we first built a BSC in the labo-
ratory environment to capture the dataset. Our dataset consists
of various types of cyber-attacks1: (i) at the network layer
are brute-force password (BP) and denial of service (DoS),
and (ii) at the consensus and beyond layers are DoS with
block gas limit (DoS gas), OaU, and flooding of transactions
(FoT). To collect traffic data on Ethereum nodes, we used
the BC-ID tool in [12] and the traceability protocol in [3].
To address the second challenge, we then propose a semi-
supervised network named DAE-MLP to detect cyber-attacks
in BSC systems. Different from [9] where the authors used
a cascade structure in their neural network, we parallel the
Deep AE (DAE) component (unsupervised) and multilayer
perceptron (MLP) component (supervised). The output of
DAE-MLP is a combined anomaly score that is used to detect
abnormal behaviors. There are two reasons for proposing this
network structure. First, DAE-MLP can detect anomalies in
the consensus and beyond layers with only the information
from captured packets at the network layer, thanks to the
labeled dataset, while retaining part of the advantage of an
unsupervised learning-based detector. Second, MLP’s hyper-
parameters can be individually updated for novel cyber-attacks
without re-training the DAE component. Our experiments
show that our proposed DAE-MLP network can outperform
other considered models (i.e., unsupervised learning networks
and binary classifiers) with an accuracy of up to 96.5%. Ad-
ditionally, DAE-MLP shows its ability to update novel cyber-
attacks. F1-score of detecting new cyber-attacks before and
after updating the MLP component is improved up to 33.1%.

II. BSC SYSTEMS AND OUR PROPOSED ANOMALY
DETECTION MODEL

In this paper, we study blockchain-based supply chains; an
example of such applications is agriculture traceability. To do

1Simulation codes and dataset are provided to reproduce the results in this
paper: https://github.com/DoHaiSon/DAE-MLP
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Fig. 1: Proposed system model of anomaly detection on the
Ethereum-based agriculture supply chain.

this, we first briefly present the protocol of a BSC system for
agriculture traceability. We then demonstrate our system model
to detect abnormal traffic data in the BSC at the network layer.

A. Blockchain-based Agriculture Supply Chains

Since BSC is an emerging technology, it requires both
modern hardware and communication protocols. Regarding
hardware, at the farm field, BSC systems expect IoT devices,
i.e., IoT sensors (e.g., humidity, temperature, motion, etc.),
IoT gateways, and blockchain nodes (e.g., Ethereum). The
IoT sensors read the environmental information and transmit
it to IoT gateways. These values are packed into txs at the
gateway and broadcast to the blockchain nodes based on BSC
protocols. In this study, we use a BSC protocol that was
proposed in [3]. In [3], the authors introduced an SM and
storage protocols for a soybean traceability process. In detail,
there are seven participating entities in the traceability process,
i.e., seed company, farmer, grain elevator, grain processor,
distributor, retailer, and end customer. Each entity has its
role, such as a seed company having to update the following
information into the traceability SM, i.e., company name,
lot coordinates, seed brand, certifying agency, and variety.
Following that, farmers also have to push information, e.g.,
product ID, field ID, chemical application, harvest data, date
sole, and so on, during cultivation. The rest of the entries
add their information about the traceability process into the
SM. Ultimately, the customers can use the product ID (e.g.,
encrypted in a QR code) to look up the BSC smart contract.
The output encompasses the entire journey of the product,
starting from its initial stage as a seed, through the growth
and transportation processes, until it reaches the supermarket.
This information is guaranteed to be reliable due to the
immutability of blockchain technology. In this paper, we use
four participating entities (i.e., farmer, distributor, retailer, and
consumer) to collect data of BSC for analysis. The details are
described in Fig. 1.
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Fig. 2: Proposed semi-supervised DAE-MLP network for
anomaly detection in BSCs.

B. Proposed Anomaly Detection Model

Fig. 1 shows our proposed system model for anomaly detec-
tion in BSCs. We assume that several participating entities and
users interact with BSC through a blockchain end-point, i.e.,
Ethereum node. A detector is deployed at the top level of each
Ethereum node. This detector comprises three components:
a traffic monitor, a BC-ID tool, and our proposed DAE-
MLP model. First, the traffic monitor captures the network
traffic data from network interfaces of the Ethereum node
via ‘libpcap-dev’ package. The captured traffic data consists
of packets related to the network layer (e.g., ACK, SYN,
etc.) and consensus and beyond layers (e.g., Ethereum tokens
exchanges, BSCs’ txs, etc.). Second, we use the BC-ID tool
in [12] to extract 21 important features from these captured
packets. At this stage, network packets are transformed into
samples to be analyzed by DL networks. There are two phases
in the cyber-attack detection of DL networks including offline
training and online detection. During the offline training phase,
both unlabeled and labeled samples, including normal and
anomaly states, are used to train our proposed DAE-MLP
network. In the online detection phase, the trained model is
deployed into the detector. Thereby, it predicts anomalies in
the extracted samples from the BC-ID tool. A key feature of
our proposed DAE-MLP network is the ability to update the
MLP component’s hyper-parameters with newly recognized
and labeled cyber-attacks, thereby enhancing the detector’s
accuracy.

III. PROPOSED DAE-MLP NETWORK

Our proposed semi-supervised DAE-MLP network is illus-
trated in Fig. 2. The network consists of two main components,
i.e., DAE and MLP networks [13]. The DAE nework is an
unsupervised NN characterized by a typically narrow central
layer, referred to as the “bottleneck”, which is designed
to reconstruct the input data at the output. Specifically, it
consists of two main modules, i.e., the encoder (E) and the
decoder (D). The encoder compresses the input data into a
lower-dimensional representation, capturing essential features
while reducing noise and redundancy. The i-th layer of this
module is expressed as follows:

z(x)(i) = f
(i)
E

(
W

(i)
E x(i−1) + b

(i)
E

)
, (1)

for i = 1, . . . , I . At the first layer, x(0) ∈ Rn is an input
sample with n features. W(1)

E ∈ Rm×n and b
(1)
E ∈ Rm are

weight matrix and bias vector of encoder module, respectively.
f
(i)
E denotes the activation function, e.g., ReLU, Sigmoid, etc.

The output z(x)(1) ∈ Rm is a latent representation which is
utilized as the input of the next layer in this module. The
decoder then reconstructs the latent space z(x)(I) to form the
output, which is expected the same as input. Each layer of the
decoder often increases the number of neurons. The j-th layer
of this module is expressed as follows:

x̂(j) = f
(j)
D

(
W

(j)
D z(x)(j−1) + b

(j)
D

)
, (2)

for j = 1, . . . , J . WD ∈ Rn×m and bD ∈ Rn are weight
matrix and bias vector of decoder module, respectively. The
output x̂(J) ∈ Rn is reconstructed version of x(0). The
difference between the input and output, also referred to as
reconstruction error (re), can be evaluated by the mean squared
error (MSE), as follows:

Lre(x
(0), x̂(J)) =

1

n

n∑
a=1

(x(0)
a − x̂(J)

a )2. (3)

In our framework, the DAE is trained using normal traffic
samples to learn the representation of the normal state. When
network traffic containing cyber-attack samples is fed into
the trained DAE model, the output significantly deviates from
these inputs. This occurs because the distribution of abnormal
samples differs from that of normal samples used during the
DAE training process. Thus, Lre(x

(0), x̂(J)) of abnormal states
will be higher than the loss observed in the normal state. By
setting a threshold (τ ), we can effectively classify abnormal
samples in network traffic of BSCs.

The latter component, a supervised MLP network (M), acts
as a binary classifier (bi-classifier). The k-th layer, for k =
1, . . . ,K, of bi-classifier is given as follows:

y(x)(k) = f
(k)
M

(
W

(k)
M x(k−1) + b

(k)
M

)
, (4)

where notations and their shape resemble those of a layer in the
encoder of the DAE network, as mentioned above. However,
at the last layer of MLP component, we transform the input
x(K−1) into a scalar value instead of a vector, i.e., 0 ≤ y(K) ≤
1. This value represents the predicted probability. If y(K) ≥
0.5, the label is assigned as 1 (anomaly class); otherwise, the
label is 0 (normal class).

The DAE-MLP then utilizes both reconstruction loss from
the DAE component and predicted probability from the MLP
component to form a total anomaly score (J ), as follows:

J = λLre + γy, (5)

where λ and γ are weights of reconstruction loss and pre-
dicted probability, respectively. Nonetheless, DAE and MLP
networks have two different loss functions (i.e., MSE and
binary cross-entropy, respectively) and generate distinct loss
values in each training epoch. Hence, we combine two loss
values in an epoch into a final loss value (Ltotal), to update
hyper-parameters in both networks at once. This is achieved
by weighting the losses with an α ratio.

Ltotal = αLDAE + (1− α)LMLP. (6)



Algorithm 1 An efficiency threshold for the DAE-MLP.

Input: Initial threshold: τ ← τinit
Step size: ζ ← 0.001
Decay rate: r ← 0.5
Decay times: D ← 15
Number of worse accuracies in a row: c← 0
Maximum value of c: cmax ← 10

Output: An efficiency threshold: τ
1: for d← 1 to D do
2: while True do
3: Accd ← evaluate_model(λ, γ, τ)
4: τ ← τ + ζ
5: if Accd > Accbest then
6: Accbest ← Accd
7: c← 0
8: else
9: c← c+ 1

10: if c = cmax then
11: τ = τ − cmaxζ
12: ζ ← rζ
13: c← 0
14: break

Based on the anomaly score, DAE-MLP decides whether
the state of a sample, A(x, λ, γ, τ, α), is an anomaly or not
by

A(x, λ, γ, τ, α) =

{
Normal, if J ≥ τ,

Anomaly, if J < τ.
(7)

As observed in Eq. (7), threshold plays an essential role in
anomaly detection accuracy using DAE-MLP [10]. Therefore,
we design the algorithm 1, which is our small proposal to
find an efficiency threshold for a trained DAE-MLP model to
detect anomalies in BSCs. This algorithm is based on the grid
search method with a decay rate. Initially, the threshold (τinit)
value is a quantile function [14], given by:

τinit = QLre(x(nor),x̂(nor))(β), (8)

where β is the percentile of the quantile function.
Lre

(
x(nor), x̂(nor)

)
is the reconstruction error of only normal

state samples. The evaluate_model function returns the
accuracy value of trained DAE-MLP with input arguments,
i.e., λ, γ, and τ . Note that, after updating the MLP component,
algorithm 1 must be executed again to adjust for the new
hyper-parameters.

IV. EXPERIMENTAL RESULTS

A. Experiment Setup and Evaluation Methods

Real-world blockchain cyber-attacks aim at both peer-to-
peer systems (i.e., network layer) and blockchain applications
(i.e., consensus and beyond layers) [2]. These attacks caused
various consequences such as delays in block confirmation
time, loss of digital assets, and fake information from the past.
In this paper, we perform experiments to replicate five types
of cyber-attacks that can directly impact BSCs as follows:

TABLE I: Architecture of the proposed DAE-MLP.

Component Module Layer Input
features

Output
features

Activation
function

DAE

Encoder

Linear 21 21 ReLU
Linear 64 32 ReLU
Linear 32 16 ReLU

Decoder
Linear 16 32 ReLU
Linear 32 64 ReLU
Linear 64 21 Sigmoid

MLP Classifier
Linear 21 32 ReLU
Linear 32 16 ReLU
Linear 16 1 Sigmoid

TABLE II: Descriptions of dataset and training parameters.

Parameter Value Parameter Value

No. Normal samples 600,000 λ 0.5

No. BP samples 25,293 γ 0.5

No. DoS samples 100,000 α 0.5

No. DoS gas samples 91,128 Train / test ratio 0.8/0.2

No. OaU samples 50,998 Learning rate 0.01

No. FoT samples 100,000 β 0.9

• Cyber-attacks in the network layer [12]:
– Brute-force Password (BP): Hackers target stealing

EOA private keys of participating entities and users
in BSCs using the BP attack.

– Denial of Service (DoS): Attackers send millions of
network packets to blockchain nodes to increase the
response time of BSC.

• Cyber-attacks in the consensus and beyond layers [2], [5]:
– DoS with Block Gas limit (DoS gas): Functions

inside the SM of BSCs could be temporarily unavail-
able if the required gas to execute these functions
exceeds the gas limit. Hackers exploit this weakness
to disrupt BSC’s services.

– Overflow and Underflow (OaU): OaU vulnerabilities
may be present in condition-checking statements in
programming, potentially allowing hackers to bypass
these checks and insert incorrect information into
BSCs.

– Flooding of Transactions (FoT): Attackers send mas-
sive meaningless txs to blockchain nodes to increase
the response time of BSC, similar to DoS in the
network layer.

In our laboratory, we launch an Ethereum network and a few
servers as IoT gateways for generating datasets. The servers
perform as participating entities in the BSC. They also act
as users to update and track the information in this system.
Additionally, we use another server to perform five types of
cyber-attacks on the Ethereum network and the SM of the
BSC. We then use the BC-ID tool in [12] to collect and extract
features from network traffic of the blockchain nodes to create
a dataset. Table I shows the architecture of our proposed DAE-
MLP that will be used in the experiments in this paper. Table II
provides descriptions of our collected dataset within the BSC
system. This table also provides information about weights
and other parameters during the DAE-MLP training process.
In this paper, we use several metrics to evaluate models, i.e.,
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Fig. 3: The performance of proposed DAE-MLP vs. other anomaly detectors and bi-classifiers.

accuracy, F1-score, precision, and recall. These metrics are
estimated using built-in functions from a widely-used machine
learning library, i.e., scikit-learn [15]. Additionally, precision
and recall metrics are calculated using the ‘macro’ averaging
method to ensure fairness among classes with different sample
sizes.

B. Performance Evaluation

1) Performance Comparison: Fig. 3 provides the perfor-
mance results in accuracy, precision, and recall of our pro-
posed DAE-MLP network and other models, such as un-
supervised anomaly detectors, and several binary supervised
models (bi-classifiers). In Fig. 3, we can see that the accuracies
in cyber-attack detection of the unsupervised networks, i.e.,
Sparse DAE, DAE [16], GAN, and one-class SVM have low
accuracy values, i.e., 51.4, 51.4, 54.5, and 54.7, respectively.
These results demonstrate that unsupervised networks are
not effective in detecting cyber-attacks in the consensus and
beyond layers by analyzing the network layer’s packets in our
dataset. Besides, supervised bi-classifiers, i.e., Logistic Re-
gression, Multi-class SVM, DBN [12], and KNN, can achieve
outstanding accuracy values, i.e., 90.3, 90.3, 91.2, and 92.1,
respectively. Based on these results, we can see considerable
improvements in the accuracies from unsupervised anomaly
detectors to bi-classifiers. However, our proposed (semi-)
supervised DAE-MLP network can achieve performance in
accuracy, precision, and recall of about 96.5, 96.5, and 96.3,
respectively. By employing the supervised component (i.e.,
MLP), the DAE-MLP can obtain higher performance results
compared to other considered models Overall, the accuracy,
precision, and recall of our proposed DAE-MLP network
outperform other considered models for anomaly detection in
our dataset.

2) Threshold Values: Table III provides the performance
of DAE-MLP with different threshold values. We com-
pare our proposed threshold value with those in [17]

TABLE III: Performance of proposed DAE-MLP with differ-
ent threshold values.

τ

µ [17] 0.8µ 0.5µ 0.2µ τ [18] τours

Accuracy 43.67 43.62 45.40 94.74 95.45 96.52

Precision 52.94 52.87 54.09 93.59 96.10 96.47

Recall 67.22 66.63 64.19 95.66 94.53 96.29

and [18]. In [17], the threshold is a value within the
range from Lre

(
x(nor), x̂(nor)

)
to Lre

(
x(ano), x̂(ano)

)
, where

Lre
(
x(ano), x̂(ano)

)
is the reconstruction error of only anomaly

state samples. Table III considers several values in this range,
i.e., mean (µ), 0.8µ, 0.5µ, and 0.2µ. On the other hand, [18]
proposed to used τ = QLre(x(nor),x̂(nor))(0.9) as the threshold
value. In this work, we use this value τ as the initial value
τinit for algorithm 1. In general, we can observe that our
threshold value, τours, gives more precision than other values
with an accuracy of up to 96.5%. In contrast, the threshold
values from [18] vary greatly, depending on the corresponding
threshold values. Among these values, 0.8µ and 0.2µ are
the worst and best threshold values with their accuracy, i.e.,
43.62% and 94.74%, respectively. The reason can come from
the significant overlap in the distribution of reconstruction
errors between normal and anomaly state samples. Although
the approach from [18] gives the acceptable accuracy of up to
95.45%, our proposed algorithm can enhance the performance
of cyber-attack detection of the model. Specifically, with the
initial threshold τinit, our proposed algorithm can provide
better performance in accuracy and recall than that of [18]
by approximately 1% and 2%, respectively.

3) Adaptation: In this session, we simulate a practical
scenario where attacks are not previously trained by the model.
We focus on the capacity to adapt to novel cyber-attacks of
DAE-MLP network within BSCs. In particular, we assume
that the training dataset lacks a type of attack, e.g., BP attack.



TABLE IV: Accuracy detection of novel cyber-attacks before and after updating the MLP component.

Missing class BP DoS DoS gas OaU FoT

Case w/o w w/o w w/o w w/o w w/o w
F1-score 74.03 79.39 60.98 94.08 86.08 91.80 81.68 86.79 88.70 93.18
Precision 64.18 66.74 79.69 88.82 86.56 87.85 78.18 79.92 88.10 89.02

Recall 87.46 97.95 49.38 100.0 85.60 96.11 85.51 94.96 89.30 97.76

However, this attack still appears while the model performs
cyber-attack detection in BSCs. In this case, the model has
to detect anomalies without being trained by them. After
that, we record the anomaly and update the training dataset
to improve the accuracy of cyber-attack detection. Table IV
shows performance in F1-score, precision, and recall of the
model when being trained without a type of attack (w/o) and
being updated with the attack (w). In general, as in Table IV,
without updating new attacks, the performance of the model
reduces little with all types of attacks. In detail, our proposed
model can detect FoT in the case of w/o with 88.7% and
88.1% in F1-score and precision, respectively. The results are
slightly lower than the case of w with 93.18% and 89.02%
in F1-score and precision, respectively. Besides, the proposed
model can detect DoS attacks in the case of w/o with an F1-
score of 60.98% and precision of 79.69%. In the case of w, the
F1-score is 33.1% higher and the precision is 9.13% higher
than the case of w/o, resulting in an F1-score of 94.08% and
precision of 88.82%. As a result, our proposed model can not
only detect anomalies without previously being trained by the
types of attacks but also improve the performance of detecting
unknown attacks by allowing the model to update the detected
cyber-attacks.

V. CONCLUSION

In this paper, we proposed a novel semi-supervised learning
framework for anomaly detection in BSCs. Specifically, we
first implemented an Ethereum network in our laboratory to
collect a dataset for blockchain-based supply chains, which
includes normal and attack traffic data. After that, we designed
DAE-MLP which is a semi-supervised model that can leverage
the detection performance of the unsupervised DAE model by
combining it with the supervised MLP model. Additionally,
a grid search algorithm was employed to find the efficient
threshold, thereby improving anomaly detection accuracy in
the considered model. The simulation results showed that our
proposed model could have better performance in detecting
anomalies than other supervised and unsupervised approaches.
Moreover, the proposed model can not only detect anomalies
without learning the type of attack but also improve the cyber-
attack detection performance after updating new attacks to the
model. Regarding future work, we aim to study more types of
anomalies and design more intelligent models to enhance the
accuracy of anomaly detection in BSCs.
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